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Judgements underpin all aspects of decision making, whether assessing the nature of 
the problem, interpreting evidence, or deciding upon the risks and benefits of different 
actions. Serious problems arise with conventional means of deriving judgements to inform 
decisions, such as confusing values and facts, listening to a single expert, or deploying 
processes prone to individual and group biases such as forced consensus. Thankfully there 
are methods that reduce the impact of such biases including processes such as the Delphi 
Technique and the IDEA protocol. This chapter outlines these methods to aid in eliciting 
better judgements in decision making.
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5.1 The Role of Judgements in Decision-Making

In an ideal world, many of us wish decision makers would ‘just follow the evidence’. Yet, 
sometimes the evidence is less than clear. As described in the previous three chapters, the 
evidence is often mixed in format, reliability and relevance, and often insufficient to give a 
confident, straightforward, definitive answer. In order to proceed with less than perfect data, 
decision makers routinely rely on the judgements of people, namely experts (Burgman, 2015; 
Martin et al., 2012; Morgan, 2014). 

We take a broad definition of expertise to include anyone who has sufficient familiarity with 
the subject matter to be able to grasp and knowledgeably answer the question at hand. In this 
chapter, we take a look at the performance of experts and why some judgements and decisions 
go horribly wrong. We describe the main sources of cognitive biases that can hinder judgements 
and then describe methods that can be employed to obtain more reliable judgements. These 
lessons and techniques can be applied widely, whether the judgement relates to agreeing on the 
status of a species, predicting the likely benefits from a conservation programme, or deciding 
which candidate will perform best for the task. 

Despite our desire for decision makers to just follow the evidence, there is no such thing as 
a purely ‘evidence-based’ decision. As described in Chapter 8, all decisions involve judgements 
about the evidence combined with judgements about values (what are we trying to achieve? 
what trade-offs are we willing to make?) (Gregory et al., 2012; Hemming et al., 2022). We 
contend that the use of experts lies in helping to estimate figures and assess facts and evidence; 
this is our focus. For example, the invasive nature of the cane toad has been declared a failure 
of experts, but it was in fact predicted and clearly articulated by Froggatt (1936). Unfortunately, 
their advice was ignored as political and public pressure pushed for the widespread release of 
the cane toad (Keogh, 2011).

5.2 When Experts Are Good (and Not so Good) 

There are competing narratives about the nature of expertise. On the one hand, there is 
literature describing experts as demonstrating ‘elite, peak, or exceptionally high levels of 
performance on a particular task or within a given domain’ (Bourne Jr et al., 2014), often due 
to superior cognitive functioning. For example, chess experts can recognise patterns faster 
than novices (Bilalic et al., 2010). They have developed expertise through ‘deliberate practice’: 
that is, a regimen of effortful activities, usually over ten years or more, designed to optimise 
improvement (Ericsson et al., 1993; Charness et al., 2005). After this, experts are equipped with 
skills and experience that allow them to solve complex problems with greater accuracy and in a 
fraction of the time than novices. Not only do they store a great deal of content, but also the best 
pathways to access that information, which can be likened to a book’s index. For well-defined 
questions (e.g. physics problems), experts can select and apply appropriate mental algorithms 
that lead them to a solution faster (Larkin et al., 1980). Rather than working backwards from the 
unknowns as novices tend to do, experts identify what is known and work forwards until they 
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have solved the desired unknown. However, though experts can show impressive knowledge 
within their domain, once outside their narrow area of expertise expert performance is 
surprisingly limited (Ericsson and Lehmann, 1996), and the delineation between expert and lay 
knowledge is not a sharp one (Jasanoff, 2006). 

On the other hand, there are studies that paint a bleak picture of experts who are ‘not 
immune to the cognitive illusions that affect other people’ (Kahneman, 1991, p.144) (see also 
Box 5.1). In fact, Tversky and Kahneman (1971) first evidenced the ‘law of small numbers’ 
bias (i.e. assuming that a small sample is highly representative of the population) with survey 
responses from a group of mathematical psychologists. 

Study after study has found expert judgements to be overconfident (McKenzie et al., 2008), and 
lacking in validity (Oskamp, 1965) and reliability (Trumbo et al., 1962), to name a few problems. 
Disastrous decisions have been linked back to flawed judgements, resulting in nuclear reactor 
disasters (Hollnagel and Fujita, 2013), poor military strategy (Kent, 1964), and diagnostic errors 
in medicine and clinical psychology (Graber, 2005). Experts are prone to the cognitive biases 
that befall us all (see Section 5.3). On top of this, they can also be influenced by social and 
political pressures. 

Shanteau (1992) explained the apparent contradiction between the optimistic and 
pessimistic views of expertise by pointing out that the domains of expertise in each camp vary. 

Box 5.1 The serious challenge of relying on experts: three examples
Tetlock (2005) identified 284 people who made their living from making judgements and 
asked them to make a total of over 80,000 predictions in their area of expertise. They 
were asked whether something, say the oil price, would be higher, lower or the same 
on a given date. The experts’ predictions performed barely better than random chance 
and those who knew more were less reliable — even in their domain — because of their 
overconfidence. 

Burgman et al. (2011) looked at how well groups of specialists, from epidemiologists 
to frog biologists, answered questions of fact within their domain of expertise. Each 
participant introduced themselves and described their own experience and credentials, 
judged each other’s ability to get answers right, and then was given a series of factual 
questions to answer. Those perceived as possessing the highest levels of expertise were 
no more accurate than those perceived as less expert. 

One of the reasons it is difficult to translate substantive expertise into accurate 
judgements is that experts are human, and humans are biased, and highly influenced 
by context. In a famous example of anchoring, Tversky and Kahneman (1974) showed 
people a roulette wheel rigged to stop on either 10 or 65, and then asked them to state the 
percentage of UN countries that are in Africa. Those whose wheel stopped at 10 guessed 
25% on average, while those whose wheel stopped at 65 guessed an average of 45%. 
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The pessimistic story is told by researchers who have focused on judgements in domains that 
are more dynamic and unpredictable (e.g. behavioural economics, clinical psychology) (e.g. 
Dawes, 1994). The more optimistic story comes out of studies on judgement in more static, 
rule-based domains (e.g. physics, chess) (Anderson, 1981).

Studies in naturalistic (non-experimental) settings also provide some evidence that the 
pessimistic view is indeed too bleak. For example, using a sample of 19,396 observations, 
Johnson and Bruce (2001) found an almost perfect correlation between the subjective 
probability judgments of horses’ success (implicit in the bettors’ wagering activities), and the 
objective probability of success as determined by race outcomes. Murphy and Winkler (1977) 
found that weather forecasters were strikingly accurate, despite their poor reputation. Similarly, 
Stewart et al. (1997) found experts were better than an operational model at precipitation and 
temperature forecasts. One reason why these examples show such good expert performance 
is because the task is reasonably predictable and the experts in these environments receive 
constant feedback, giving them an opportunity to learn the regularities of the task (Kahneman 
and Klein, 2009). If a naturalistic setting is irregular (e.g. a 1-in-100-year flood occurs that year), 
an expert’s knowledge will not translate to the same high levels of performance.

It follows, then, that the difference between when experts appear to be good and bad is task 
dependent. In predictable tasks (like chess), experts perform well and can learn from deliberate 
practice and feedback. Unfortunately, the sorts of judgements that are made in environmental 
science, such as probability judgements for risk assessments, do not generally develop from 
deliberate practice. Forecasts, in particular, are difficult because projections — such as future 
disease rates — are made over relatively long time frames and are not easily validated. The 
best forecast can never be truly determined because the truth is unknowable at the current 
time. This introduces yet another challenge: it is often in these dynamic fields (e.g. emerging 
technologies) where conflict arises, because (a) there is much at stake, and (b) it is near 
impossible to prove the best judgement or even the best judge.

Problematically, attempts to select better experts by vetting them based on their 
professional and demographic credentials, such as speciality, years of experience, self or 
peer recommendation, and age, have often been in vain since these credentials are unreliable 
predictors of the quality of judgements provided by individuals. That is to say, studies have 
repeatedly shown there is typically no correlation between these attributes and the performance 
of experts under uncertainty (Burgman et al., 2011; Hemming et al., 2018b, 2020a; Tetlock, 
2005; Tetlock and Gardner, 2016).

The less-than-perfect performance of experts when making judgements and forecasts in 
unpredictable environments naturally raises questions about their role in decision making, 
and what, if anything, can be done to improve judgements when experts are required. Despite 
the pessimistic outlook we’ve just painted, there is hope. A deeper dive into the track record 
of experts indicates many of the problems may not be with using experts per se, but rather 
with us using experts inappropriately (Morgan, 2014). For example, asking questions which 
relate to values rather than facts, giving questions with vague language (Kent, 1964; Morgan, 
2014), relying on a single expert (Keogh, 2011), assuming credentials will align with more 
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reliable expertise (Burgman et al., 2011; Shanteau et al., 2003), failing to elicit or account for 
uncertainty in decision making (Gregory and Keeney, 2017), failing to subject the elicitation 
of expert judgement to the same level of transparency and reproducibility as is required for 
other forms of empirical data (Drescher and Edwards, 2018; French, 2012), and ignoring or 
overlooking techniques that have been shown to help experts provide their best judgements 
under uncertainty (for example structuring group interactions). 

The good news is that the judgements of experts, and the decisions that rely on them, 
can be improved by understanding why experts may make mistakes (biases and heuristics, 
Section 5.3), and by employing structured approaches that help experts to provide their best 
judgements under uncertainty (Section 5.5).

5.3 Blind Spots of the Human Mind

When faced with decisions, the human brain typically seeks to conserve energy by simplifying 
problems and making them more manageable, applying a range of mental short-cuts known 
as ‘heuristics’ (Simon, 1977). These short-cuts help us handle thousands of daily decisions 
effectively and effortlessly, but in some cases they can lead to a range of cognitive biases 
and poor decisions. Research on such phenomena, initiated by Amos Tversky and Daniel 
Kahneman in the 1970s, has highlighted a wide range of biases and situations where they can 
affect our judgments. This is particularly true when we face severe uncertainty, time pressure, 
strong emotions, and high stakes. When turning to experts to assist decisions, the risk of bias 
is higher when judgments are elicited in an unstructured, ad hoc way, and when reasoning and 
decision processes are opaque. Studies in other fields have shown experts are also prone to 
biases (Berthet, 2022), and there is no reason to assume conservation experts are any different.

Considerable research has investigated the impact of biases in medicine (Saposnik et 
al., 2016), negotiation (Caputo, 2013), computer engineering (Mohanani et al., 2018), tourist 
decisions (Wattanacharoensil and La-ornual, 2019), and forensic science (Cooper and Meterko, 
2019). Below, we discuss a few examples of common biases that are likely to influence 
conservation decisions through biased expert judgments, individually or interacting with one 
another (additional biases can be found in Table 5.1). 

Experts are often consulted for their (true or perceived) superior access to information and 
interpretation of it. Heuristics are typically invoked when interpreting evidence, which can 
lead to irrational judgements that sometimes violate probability axioms and logic. For example, 
we tend to give too much importance to events that are easier to recall, possibly because of 
personal experience or because they have occurred recently (‘availability heuristic’; Tversky 
and Kahneman, 1973). For example, we may overestimate the danger of flying if an airline crash 
has been in the news recently. We also tend to classify events or people based on preconceived 
classes or stereotypes (‘representativeness heuristic’; Kahneman and Tversky, 1972). As a result, 
we may discard general or baseline information in favour of specific details (‘base rate neglect’; 
Bar-Hillel, 1980), and even conclude that a specific case is more likely than a general one, which 
contradicts logic (‘conjunction fallacy’; Tversky and Kahneman, 1983). We also tend to place too 
much faith in small samples, inferring causality from extreme outcomes that are more likely to 



5. Improving the Reliability of Judgements﻿� 139

be caused by random fluctuations (‘belief in the law of small numbers’; Tversky and Kahneman, 
1971). If those random fluctuations are then followed by more normal events, we might be 
tempted to conclude — incorrectly — that this return to normality was caused by interventions 
we adopted (‘regression to the mean’; Barnett et al., 2005). All these biases may be especially 
relevant in conservation, where samples are often small, environmental variability high, and 
causality difficult to infer, leading to flawed judgements in general (e.g. when interpreting 
time series; Fournier et al., 2019) and specific cases (e.g. when evaluating management of 
endangered species; Margalida et al., 2017).

Presenting and asking for information in different ways can shift people’s preferences and 
change the way they interpret probabilities (‘framing bias’; Tversky and Kahneman, 1985). For 
example, when asked about the effectiveness of a conservation action, experts give different 
estimates when the question is framed in terms of mortality than survival, although they 
should be complementary (Perneger and Agoritsas, 2011). The framing bias is compounded in 
judgements reflecting loss aversion, that is, our tendency to respond to losses more strongly 
than to gains, underpinning ‘prospect theory’ (Kahneman and Tversky, 1979), for which 
Kahneman won a Nobel Prize in Economics in 2002. As with the almost farcical example of 
estimates being influenced by watching a roulette wheel (Box 5.1), a range of other studies have 
shown how responses can be affected by irrelevant numbers given in background information, 
or unrelated information in the previous question with a tendency to anchor on such values 
and simply adjust estimates up or down from that point, in the direction that seems intuitive 
given the question (‘anchoring heuristic’; Tversky and Kahneman, 1974).

It is no surprise that we tend to interpret information in a way that is consistent with our 
pre-existing view of the world (‘motivated reasoning’; Kunda, 1990). For example, a geneticist 
and a demographer might focus on different evidence to explain a species decline. Further, 
we tend to seek information that confirms our beliefs, and discard information that does 
not (‘confirmation bias’; Nickerson, 1998). For example, reviewers who disagree with the 
conclusions of a scientific paper seek flaws in the methods to justify rejecting it (Mahoney, 
1977). Discarding newly acquired cognitions (or pieces of knowledge) that are inconsistent with 
our existing cognitions helps reduce cognitive dissonance. This might happen, for example, 
when the results of a conservation management trial contradict prior expectations, but we are 
reluctant to change those expectations or do so inconsistently (Canessa et al., 2020). 

It is tempting to think that we, as rational individuals, are more immune to these well-known 
biases than are others; studies show that people see others as more susceptible to cognitive and 
motivational biases than themselves (Ehrlinger et al., 2005). But awareness of these issues is 
only the first step in properly addressing them, and the best antidote for individual biases is 
groups. 

Although, as discussed below, it is good practice to consult multiple experts (Sutherland 
and Burgman, 2015), additional social psychological biases can arise if individuals interact in 
an unstructured way. For example, groups tend to make more extreme and risky judgments 
than would individuals (‘group think’; Janis, 1982). Groups also tend to become more optimistic 
about the accuracy of their collective judgement (‘overconfidence’; Sniezek, 1992), particularly 
when faced with difficult tasks (Sniezek et al., 1990) that result in low accuracy (Puncochar and 
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Fox, 2004). Group decisions can be led astray by charismatic, convincing or extroverted people 
(‘halo effects’; Thorndike, 1920) who may override the influence of those with better expertise. 
Kuran and Sunstein (1998) describe the problem of ‘informational cascades’ and ‘reputational 
cascades’ in which the group consensus is distorted. In informational cascades, early adopters 
of an idea or perspective can overly influence the acceptance or rejection of it as ‘fact’, with 
others questioning their own perspective if it is in disagreement, and sometimes failing to 
disclose potentially important contradictory information. In reputational cascades, people 
retain private beliefs that they consider correct, although against the emerging consensus, 
but do not reveal them in case it damages their reputation or causes hostility. Cascades are 
especially likely when the topic has an emotional resonance. When there is momentum behind 
a falsehood, it becomes easier to buy into.

Table 5.1 Some of the most common sources of bias. (Source: adapted from Mukherjee et 
al., 2018)

Name of bias Description

Anchoring Individuals take an initial piece of information as a benchmark, and 
then give it disproportionate weight in judging subsequent information 
and making decisions.

Availability heuristic Individuals more easily recall more recent information, and therefore 
give it disproportionate weight in judging subsequent information and 
making decisions.

Base rate neglect Individuals ignore base rate information (how likely an event is in 
general) in favour of specific information (details about a specific case), 
possibly because of ‘representativeness’.

Belief in the law of small 
numbers

Individuals overestimate how much small samples represent the general 
population.

Confirmation bias Individuals tend to selectively search for, interpret or recall information 
that confirms their pre-existing beliefs.

Conjunction fallacy Individuals incorrectly assume that two conditions (events A and 
B) are more likely than one of them (event A), possibly because of 
representativeness.

Dominance effect Individuals who are perceived to be dominant (even though they might 
not have better decision-making abilities) have a disproportionate 
influence in group decision making.

Egocentrism Individuals tend to preferentially rate their own opinion higher than 
that of others.

Evaluation apprehension In a group, individuals are concerned about how they are being judged 
by others and this affects their decision outcomes.

Framing effect Individuals make a different decision depending on how the same 
information is presented.
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Name of bias Description

Free riding or social loafing People reduce their effort when working in a group, as opposed to 
working alone, expecting other group members to make the assessment.

Group think At the expense of independent critical thinking, individuals in a group 
seek concurrence, avoid creating disunity, and support the decisions 
taken by the majority or the perceived leader of the group. The desire or 
pressure to be accepted as a good group member leads to acceptance of 
a majority decision although a better decision was possible with better 
group dynamics.

Halo effect An individual’s decisions or perceptions are coloured by perceptions of 
attributes (e.g. charisma or attractiveness) that are totally unrelated to 
the topic being evaluated.

Hidden profile In a group discussion some information is shared by all members but 
other relevant information is not.

Hindsight bias Individuals believe that they ‘knew it all along’ i.e. an event is more 
predictable after it has already occurred than before.

Information cascade An individual modifies actions or decisions based on observations of 
others in the group at the cost of their own information or judgement.

Myopic loss aversion Individuals temporarily lose sight of the big picture and concentrate on 
the immediate problem at hand. This may lead to erratic decisions that 
are not beneficial in the long term.

Naïve realism An individual thinks that their reality is more objective and unbiased 
compared to those who hold a different opinion.

Overconfidence effect Tendency of an individual to have higher subjective confidence in their 
judgement than objective accuracy would allow.

Prospect theory Individuals are risk-averse when facing gains (they prefer lower wins 
with more certainty), but risk-seeking when facing losses (they prefer 
higher losses with more uncertainty, that is, even a small chance of 
minimising losses).

Representativeness Individuals can incorrectly classify people or events, giving 
disproportionate weight to how representative of that class they believe 
it to be, rather than to the actual probability that it belongs to it.

Semmelweis reflex Individuals reject new evidence that contradicts a paradigm.

Shared information bias The tendency of individuals in a group to discuss preferentially the 
information that is familiar to all compared to information that only a 
few know.
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5.4 Strategies for Improving Judgements 

Recognising the serious problems identified in the previous section, researchers have studied 
how to make the decision-making process better (more accurate, less biased, more factual, 
more empathetic to diversity, more rational, and fundamentally evidence-driven) (Berthet, 
2022; Saposnik et al., 2016). Some simple strategies can considerably overcome biases during 
elicitation. The first is to restrict expert judgements to the estimation of facts, for example, 
estimating quantities or probabilities, rather than asking experts what to do. The second is to 
seek the advice of more than one expert. The third is to apply protocols to help experts provide 
their best judgements under uncertainty, acknowledging that experts’ beliefs are not in the 
form of clear probability distributions waiting to be elicited, rather, they are partially shaped 
by the elicitation procedure (Winkler, 1967). 

Such insights can be used to explore methods for improving the quality of judgments. Most 
of these techniques are adapted from the human judgement literature, some of which is based 
on experimental results and some based on theory or known good practice generally.

5.4.1 Improving individual judgements
Although the most effective way to mitigate biases is to consult a group of people, it is not always 
possible to recruit multiple experts. With or without groups, there are still simple strategies 
that can be used to get the best out of individual experts. These suggestions are described below 
and summarised in Table 5.2.

Consider the opposite

Biases, such as overconfidence, can be mitigated by explicitly considering counter evidence, 
or reasons for the alternative view (Hoch, 1985). For example, when asking participants 
for judgments and their level of confidence in their answer, Koriat et al. (1980) found that 
calibration improved when participants were also asked specifically for contradicting reasons 
against their answer.

Reduce linguistic uncertainty 

Language-based ambiguity, vagueness and under-specificity in elicitation problems create 
confusion (Regan et al., 2002) and can be reduced by carefully defining terms, specifying 
context and thresholds, and asking for quantitative likelihoods rather than qualitative ones (e.g. 
does very unlikely mean 0.1 or 0.3 probability?) (Wintle et al., 2019). See also the interpretation 
of terms and probabilities in Table 4.3.

Linguistic uncertainty can be problematic because it also allows for the expression of 
motivational biases, especially in judgements about risk. Experts — if given the space to do 
so through ambiguous, vague or underspecified language — may give inflated or conservative 
judgements of likelihood and consequence, either to be on the safe side of environmental 
protection, or to avoid obstacles to development. By clarifying language and context, experts 
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will be less inclined to conflate value judgements with factual ones when answering elicitation 
questions. 

Present evidence and questions in frequency formats

Evidence is sometimes presented as a probability, such as the likelihood that a threatened 
species is present although not detected in surveys. Research shows that most people find 
these statements easier to comprehend using frequency formats (e.g. 3 in 100) rather than 
probabilities (e.g. 0.03). When dealing with frequency formats, people make fewer errors of 
probabilistic reasoning, such as base-rate neglect (Gigerenzer et al., 2008). 

Use neutral problem frames

Debiasing may also be achieved by using balanced or neutral problem frames. Williams and 
Mandel (2007) reframed questions to include the probability complement — for example, 
consider the chance of having a virus as well as the chance of not having a virus. They found 
that adding this extra element improved the accuracy and coherence of probability judgements. 
Where possible, avoid framing the decision problem in purely positive or negative terms (e.g. 
in terms of loss or gain), or at least, attempt a balanced presentation of information within the 
question or problem context. 

Elicit uncertainty with free choice interval judgements

Judgments about facts and parameters are often elicited in the form of an interval (Lin and 
Bier, 2008). This expression of uncertainty is essential for decision makers who wish to exercise 
their risk attitude and base their decision on the best or worst case scenario (the uncertainty 
bounds), or the nominal case (best estimate) (Burgman, 2005). Interval judgements generally 
have an attached confidence, for example, they provide an interval that the person is 80% sure 
contains the true GDP of Canada. Unfortunately, overconfidence is particularly prevalent in 
interval judgments (Moore and Healy, 2008), with 90% intervals typically containing the answer 
only 50% or less of the time (Soll and Klayman, 2004). People tend to use a constant interval 
width over a wide range of confidence levels, leading to a high degree of overconfidence for 
90% intervals, but much less for 50% intervals or for intervals without a pre-assigned degree 
of confidence (free choice intervals) (Teigen and Jørgensen, 2005). For this reason, we suggest 
allowing experts to assign their own confidence to their interval. Low confidence intervals (e.g. 
50%) can later be converted (stretched) to a higher level of confidence (e.g. 80%) as required 
(Speirs-Bridge et al., 2010).

Elicit estimates over multiple steps

Dividing the question into multiple steps improves the chances that people will think about 
different kinds of evidence, and be less biased (Soll and Klayman, 2004). Instead of asking for 
a range of values in which the answer is thought to lie, the question can be broken into three: 
what is the highest plausible number of individuals, what is the lowest plausible number of 
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individuals, and what is your best estimate of the number of individuals? This helps avoid 
answers that are too precise, or intervals that are too narrow and overconfident. Question order 
is also thought to affect such judgments: eliciting a best estimate before the bounds can lead to 
anchoring on the best estimate and producing overly narrow (overconfident) bounds around it, 
compared to when the interval is elicited first (Soll and Klayman, 2004). This approach is known 
as the 3-point interval elicitation method (for quantities) (Speirs-Bridge et al., 2010).

Ask the same person repeatedly for the same judgement

Herzog and Hertwig (2009) demonstrated that simply averaging two estimates of the same 
quantity from the same person leads to more accurate judgments than either judgement alone, by 
harnessing the ‘wisdom of the crowd within’. Using techniques to increase the independence of 
the second estimate, such as encouraging people to consider why their first one might be wrong 
(as above), they found an accuracy improvement of 4.1 percentage points (a medium effect 
size (Cohen’s d) of 0.53), which is a substantial gain when compared with 7 percentage points 
achieved through total independence (from averaging the estimates of two individual people). 

Moreover, leaving a longer time between estimates from one individual also increases their 
independence, further enhancing the accuracy of the internal average (from 6% to 16% error 
reduction after three weeks) — similar to ‘sleeping on it’ (Vul and Pashler, 2008). Of course, 
improved accuracy could also be due to more evidence having been acquired in that time, but 
participants in Vul and Pashler’s experiment were unaware that they would be tested a second 
time, and the questions were such that an incidental acquisition of evidence was unlikely.

Give individual feedback

Feedback is important for learning and can improve estimation (Kopelman, 1986). A meta-
analysis by Kluger and DeNisi (1996) (607 effect sizes; 23,663 observations) showed that while 
feedback interventions improved performance on average (d = 0.41), over one-third of the 
feedback interventions decreased performance. This suggests that not all types of feedback are 
equally effective. 

Outcome feedback refers to learning the results or true value (e.g. actual length of the 
Nile River) and, although commonly provided, tests show it to be ineffective in improving 
probability forecasts (Fischer, 1982) if the information does not contribute to a pattern that can 
inform further answers (Benson and Önkal, 1992). 

Cognitive feedback focuses on the problem solving process and is more successful (Newell 
et al., 2009). One effective approach is calibration feedback, which compares a person’s overall 
correct answers — known as percentage ‘hits’ — with their confidence levels (e.g. Lichtenstein 
and Fischhoff, 1980). Giving calibration feedback about people’s hit rates (i.e. asking them to 
compare the percentage of their intervals that captured the ‘true value’ with their levels of 
confidence) improved participants’ subsequent estimates of species abundance (Wintle et al., 
2013).



5. Improving the Reliability of Judgements﻿� 145

Table 5.2 Summary of strategies for improving individual experts’ judgements.

Strategy Description

Consider the opposite Thinking of reasons why you might be wrong reduces overconfidence 
and improves accuracy.

Resolve linguistic uncertainty: 
clarify and quantify

Resolving vague, ambiguous, underspecified or context-dependent 
terms helps disentangle value judgements and minimises linguistic 
uncertainty.

Present questions in frequency 
formats

Presenting the question in frequencies rather than probabilities 
overcomes problems like base-rate neglect.

Use neutral problem frames Framing the question or problem in neutral or balanced terms 
improves probability judgements.

Elicit uncertainty with free 
choice interval judgements

Eliciting uncertainty using interval judgements, and allowing experts to 
assign their own confidence. 

Elicit estimates over multiple 
steps

Asking the question over multiple steps reduces overconfidence.

Ask for the judgement twice Averaging two estimates of the same quantity from the same person 
improves accuracy.

Give feedback Systematic feedback improves judgement performance, particularly 
cognitive feedback

Stay within the expert’s domain An expert who performs well in one domain will not necessarily 
perform well in another, even if it is closely related.

Be transparent about values 
and motivational biases

Disclosing agendas allows experts to cross-examine the arguments of 
others. Broader discussions — even amongst experts — are more likely 
to encompass the values of the public.

5.4.2 Improving group judgements
Numerous studies have shown that the combined judgements of a group of individuals are 
usually more accurate than any given individual, even those that might be considered to be the 
‘best expert’ (e.g. Burgman et al., 2011; Wintle et al., 2013; Mellers et al., 2014; Hemming et al., 
2020b). Individual biases tend to cancel each other out when aggregated, leading to a wisdom 
of crowds effect (Surowiecki, 2004). This is particularly powerful in the group average when 
different group members’ judgements ‘bracket’ the true value they are attempting to estimate 
(Larrick and Soll, 2006). If not, groups may give precise but inaccurate judgements. 

Eliciting judgements from groups introduces a whole new suite of considerations, including 
the problems and benefits of interaction, and group composition. The section below touches 
upon some important considerations and commonly used strategies to reduce bias in groups 
(some of these are summarised in Table 5.3).
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Ask for the judgement from multiple experts

Taking the average of quantitative estimates provided by two people typically achieves better 
percentage accuracy improvement than choosing the estimate of the best performing judge (e.g. 
Soll and Larrick, 2009 [experiment 1: 17% improvement from averaging, 12.9% improvement 
from choosing]). 

Benefits of discussion

There is good evidence that group interaction and discussion usually improves the accuracy 
of judgements, particularly for quantitative tasks, with group members becoming more 
accurate individually during group interaction (Schultze et al., 2012; Mercier and Claidière, 
2022). Deliberation and social influence can also improve the crowd’s collective accuracy when 
structured in small, independent groups (Navajas et al., 2017). Discussion offers the potential 
to improve group performance by resolving misunderstanding of the question, providing 
opportunities for people to introduce new information and learn from each other (Mojzisch 
and Schulz-Hardt, 2010), encouraging critical thinking (Postmes et al., 2001), and encouraging 
counterfactual reasoning (Galinsky and Kray, 2003). A study with 211 teams engaged in 969 face-
to-face discussions (Silver et al., 2021) found that group interaction improved group accuracy, 
but only when groups were already collectively well calibrated (i.e. more accurate people were 
more confident, and less accurate people were less confident going into discussion). Under 
these conditions, the most knowledgeable (and confident) people were more likely to influence 
the answers of the less knowledgeable people in the group. 

Successful group interaction — that is, interaction that improves the performance of the 
group — requires ensuring that individuals do learn from the group. This means encouraging 
group members to share information, and avoiding ‘hidden profiles’ (where pieces of relevant 
information are not shared by everyone in the group) (Stasser and Titus, 2003). Several factors 
moderate this, including the type of task (Stasser and Stewart, 1992).

Foster dissent and argumentation

Disagreeing participants are poised to produce an often beneficial discussion, but such a 
discussion may not necessarily follow unless all group members are encouraged to contribute 
their perspectives. There are benefits of dissent within groups. Mercier and Sperber (2011) 
contend that reasoning in defence of an argument, to persuade another, is more rigorous than 
reasoning in pursuit of truth or to solve abstract problems. Benefits also come from the division 
of cognitive labour — it is more efficient for one person to adopt a position and gather evidence 
supporting that position. Schulz-Hardt et al. (2006) found that groups with dissenting members 
(pre-discussion) made better decisions than homogenous groups.

When pre-existing dissent is lacking, it may need to be artificially fostered using structured 
methods. Two specific approaches have been explored for stimulating disagreement within a 
group, which could also be useful for groups of experts: Devil’s Advocacy (DA) and Dialectical 
Inquiry (DI) (reviewed by Katzenstein, 1996). Dialectical Inquiry involves the development of 
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two plans that rest on a conflicting set of assumptions. Each side then engages in a debate about 
the relative merits of each. In Devil’s Advocacy, the prevailing plan is criticised by the devil’s 
advocate, but no alternative plan is proposed. In a meta-analysis of five studies that investigated 
the effects of DA and DI, Schwenk (1990) found that DA leads to superior decision making, over 
an expert-based approach (n = 432, effect sizes ranging from d = 0.64 to 0.13), but the effect of DI 
over the expert-based approach was smaller and not statistically significant (n = 393, average d 
= 0.16, confidence interval included zero: -0.10 to 0.42). 

Critical and counterfactual thinking, not consensus

Postmes et al. (2001) primed ‘consensus’ groups and ‘critical’ groups by participating in different 
lead up tasks (collaborating in producing a poster and reaching a consensus about the design, 
or discussing differences of opinion about a new tax law). The experimental task itself involved 
selecting a job candidate, where there was an optimal solution to be uncovered via information 
sharing, to reduce hidden profiles. In both consensus and critical thinking groups, 11% of 
group members selected the correct candidate for the job before discussion. After discussion, 
the critical thinking primed groups substantially outperformed the consensus primed 
groups — 67% of the former made the correct decision, compared to only 22% of the latter. 
In a similar study, Galinsky and Kray, (2003) found that counterfactually primed groups made 
the correct decision 40–67% of the time, compared to 15–23% for non-counterfactual primed 
groups (the range here reflects lowest to highest best estimates from multiple experiments).

Anonymity

Senior, high-status team members often dominate the lower-status members, even though the 
junior members are often more accurate (Kerr and Tindale, 2011). In workshop conditions, 
junior members are often reluctant to speak up if their view contradicts more senior members, 
to the detriment of group accuracy (Thomas and Fink, 1961; Galinsky et al., 2008), and halo 
effects mean that junior people defer to the wisdom of senior people (Thorndike, 1920), even 
though seniority does not tend to correlate with performance (Burgman et al., 2011). Anonymity, 
such as adding material online, can buffer against this, reducing social barriers to participation 
in group deliberations by insulating group members from reputational pressures (Valacich et 
al., 1992) and reducing the pressure to conform with scoring. 

Give group feedback

Providing feedback, such as seeing the distribution of anonymously provided judgements, may 
improve estimation performance (Mukherjee et al., 2015; Wintle et al., 2013). Encouraging 
discussion on the distribution, and getting feedback on the judgements and reasoning of other 
group members before revising judgements, is an essential component of the Delphi Technique 
and IDEA protocols (described in more detail in Section 5.5).
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Hold group members accountable (for the process)

Group members who are held accountable for their decisions show increased motivation, 
self-criticism, and information processing (Scholten et al., 2007). For example, professional 
auditors who are held accountable make more accurate classifications of industrial bond issues 
into financial rating categories (Ashton, 1992). But not all kinds of accountability are effective. 

‘Process accountability’ (being accountable for the way judgements were reached) is 
typically thought to improve information processing because people need to demonstrate a 
comprehensive understanding of the decision problem (e.g. Lerner and Tetlock, 1999; De Dreu 
et al., 2000). It has been found to improve accuracy by encouraging people to take more of the 
available information into account; without it, people are more likely to formulate judgements 
based on insufficient evidence. ‘Outcome accountability’ involves evaluating groups based on 
the outcomes of their decisions. It affects information processing in a different way because 
people focus on pleasing an audience, introducing a question of whether accountability alters 
how people think or merely what people say they think (Lerner and Tetlock, 1999). It can erode 
accuracy by increasing the amount of noise (or ‘scatter’) in participants’ judgments (Siegel-
Jacobs and Yates, 1996) and might cause people to focus on irrelevant details (Stewart et al., 
1998). 

Evaluate each other’s judgements

Studies have shown that people are better at ‘evaluation’ (assigning a probability that their 
selection is true or contains the truth, in the case of intervals) than ‘production’ (also known as 
‘generation’). Winman et al. (2004) give an example: imagine you are about to buy a house and 
you want to know what the interest rates will be over the coming year; you could either ask your 
financial advisor for an interval of probable interest rates, or you could create your own interval 
and ask the financial advisor to evaluate the probability that your interval will contain the true 
value. These are formally equivalent ways of expressing uncertainty about the same event, yet 
Winman et al. show that the latter format almost abolishes overconfidence. This prompted 
Aidan Lyon, Fiona Fidler, Bonnie C. Wintle and Mark A. Burgman (unpublished) to conduct 
an experiment where participants produced and evaluated their own interval judgments for a 
series of quantitative questions before also evaluating someone else’s. Four replications of this 
experiment (total n = 111) showed that judgement swapping resulted in a 6.88% percentage 
point reduction in overconfidence compared to evaluating their own interval.

Consider the judgements of others

Group members could practically benefit from simple elicitation techniques that encourage 
them to think about what other people would do, or what sort of judgements they might make. 
Yaniv and Choshen-Hillel (2012a) asked participants to estimate the calories contained in 20 
target foods — what is the calorie value of an orange? — then view five additional randomly 
drawn answers suggested by group members displayed below their own. After viewing the 
five advisory estimates, participants made a second, final judgement. Participants had a 
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mean absolute error of 91.2 for their initial judgements and a more accurate subsequent final 
judgement (76.2), indicating that they integrated — to a good extent — the judgments of the five 
anonymous advisors. 

This is similar logic to another study (Yaniv and Choshen-Hillel, 2012b) showing that people 
improve their accuracy when putting themselves in someone else’s shoes, that is, when asked 
to predict the judgement that another (matched) participant would give if they were shown the 
same set of estimates. Related research shows that voting polls are more accurate when people 
are asked for their expectations (who do you think will win the upcoming election?) rather 
than their intentions (if the election were held today, who would you vote for?) (Rothschild and 
Wolfers, 2011). Similarly, ‘social circle’ polls that ask participants about the voting intentions of 
their social contacts are also more accurate (Galesic et al., 2018). 

In expert elicitation, there is a benefit to seeking an initial, independent judgement from 
each expert that genuinely reflects that expert’s knowledge and perspective, before integrating 
other perspectives. 

Diversity

The benefit of groups depends on the diversity of their members (Hong and Page, 2004, 2020; 
Page, 2007), partly because biases in different directions cancel each other out in the group 
average, but also because individual members of a diverse group bring different perspectives 
and ignite interesting debates. When planning for a hydroelectric facility in Canada, Failing 
et al. (2007) show that combining technical expertise with other knowledge sources drawn 
from local residents and Indigenous communities promoted a broader understanding of 
causal pathways and the consequences of flow changes to the river system, and made it more 
acceptable to a broader range of stakeholders. Theoretically, it has been shown that the benefit 
of groups is greatest where the overlap between the knowledge bases of individual members is 
least (i.e. members possess independent knowledge) (Clemen and Winkler, 1985). Homogenous 
groups induce spurious consensus and interdependence, producing unduly high confidence 
without the accuracy to match (Yaniv et al., 2009). Selecting for member diversity using 
information on demographics, experience, worldview, and cognitive reasoning style may be 
one way to reduce dependency between members, and studies have shown diverse groups to 
outperform homogenous groups in terms of quality of problem solutions (Worchel et al., 1992). 

Where group members are not already diverse, then it may be possible to stimulate cognitive 
diversity (different ways of thinking within a group), for example, different mindsets can be 
fostered or primed via framing a problem positively for some group members (e.g. money 
saved), and negatively for others (e.g. money spent) (Yaniv, 2011). 

Role playing within a group has been found to improve forecasting accuracy (Armstrong, 
2001). This might involve giving members different cost functions for the question at hand or 
getting them to act out an interaction that they might expect to see from representatives of 
different parties.
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Managing communication and conflict in diverse groups

Much of the literature on group decision making assumes that members will cooperate, share 
information objectively and work towards more informed decisions. However, diverse groups 
can be prone to conflict and communication breakdowns (e.g. O’Reilly and Chatman, 1986). 
Process losses such as these will affect group performance. In highly value-laden cases, there 
is likely to be some extent of polarisation. This may be exacerbated where experts are involved, 
because they have a long history of gathering evidence to support their position (Mercier and 
Sperber, 2011). Taber and Lodge (2006) studied how people evaluate arguments about affirmative 
action and gun control, finding attitude polarisation to be more pronounced in subjects who 
are more knowledgeable.

But conflict is not all bad. It can be a source of cognitive growth, where individuals have 
different responses to the same problem and are motivated to achieve a joint solution. For 
example, certain forms of interpersonal disagreement can facilitate intellectual development 
in children (Azmitia and Perlmutter, 1989). Jehn et al. (1999) hypothesised that informational 
diversity would lead to task conflict in groups. That is to say, group members with different 
expertise, education and training may take different approaches to the task, both in content 
(what to do) and process (how to do it). Their results suggested that informational diversity 
did indeed lead to task conflict when it came to content, but not process. But nonetheless, 
informational diversity improved group performance and efficiency, especially for complex 
tasks.

When groups are not communicating well, the potential benefits of informational diversity 
often go unrecognised (Steiner, 1972). For example, Dougherty (1992) found that product teams 
of group members with different functional training struggled to get their products to market. 
This is the same reason why group members often fail to uncover hidden profiles (Stasser and 
Titus, 1985), because they fixate too much on common ground, which — in the case of diverse 
groups — is rather limited. Importantly, it illustrates that structured approaches to elicitation 
and discussion are critical for diverse groups, by explicitly eliciting unique information and 
reasons for/against from each group member, individuals are prompted to share information. 

Providing feedback on positive performance and achievement to diverse groups is likely 
to increase motivation and relieve frustration, even if some level of conflict remains. Indeed, 
Jehn et al. (1999) found that diverse groups that were performing well reported high morale, 
yet still reported relationship conflict. Therefore, the positive effect of group performance 
overwhelmed the negative effect of relationship conflict on morale. 

Socratic questioning

‘Dialectical bootstrapping’ as outlined by (Herzog and Hertwig, 2009) is akin to ‘Socratic 
questioning’. Socratic questioning is a way to get experts to consider alternative models, 
explore hidden assumptions and sources of information, consider alternative ways to express 
their opinions or provide meaning, and consider the relevance of questions themselves 
(Elder and Paul, 1998). This type of questioning is commonly used in the IDEA protocol 
(see Section 5.5.3) by the facilitator, however, it could be taught to participants as a way of 
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cross-examining one another’s reasoning and assumptions. While more evidence is required, 
Yang (2008) demonstrated a statistically significant improvement in how groups of students 
equipped to question reasoning and assumptions through Socratic questioning improved their 
cognitive thinking skills more than groups that were enabled to simply undertake unstructured 
deliberations without the training.

Consider the aggregation method

When combining the judgements of multiple experts, different methods can yield better-
aggregated judgements in different contexts. In his review of methods for combining forecasts, 
Clemen (1989) reports that simple aggregation methods are more effective in most cases, 
and the median and the mean often perform similarly (e.g. Palan et al., 2020). An important 
consideration is that the median is more robust to outliers, whereas the mean is sensitive to 
outliers. This is also an issue if individuals are trying to manipulate the outcome by giving 
extreme values. If you have reason to believe that outliers, or more extreme judgements, 
contain important information, then the mean may be more appropriate than the median, 
perhaps even an extremised aggregate or the geometric mean of odds, which have been found 
to perform well in probability aggregation (Satopää et al., 2014; Baron et al., 2014; see also 
Hanea et al., 2021b). For a useful summary that includes empirical data, see https://forum.
effectivealtruism.org/posts/acREnv2Z5h4Fr5NWz/my-current-best-guess-on-how-to-aggregate-
forecasts. Means are usually recommended if the judgements are normally distributed, and 
medians better reflect skewed data distributions. Taking an equally weighted average of the 
group has been found to be a robust method for achieving accurate and well calibrated expert 
judgements (Hemming et al., 2020b).

Scoring and weighting individuals

The alternative to equally weighting judgements from each expert is to give greater weight 
to the judgements of those who you have reason to believe might perform better. One of the 
few methods for weighting experts that has support is to use ‘seed’ questions (also known as 
‘calibration’ or ‘test’ questions) (Aspinall and Cooke, 2013; French, 2011). Seed questions are 
questions which relate to main elicitation questions, but for which a resolution to the question 
can be obtained by the time the judgements of experts need to be aggregated. Experts are 
scored on the seed questions. The performance of experts on seed questions is used to develop 
weights for aggregating expert judgements (Hemming et al., 2020b). This method underpins 
the Classical Model for Structured Expert Judgement (Cooke, 1991). The Classical Model is most 
often used for assessing continuous random variables (quantities). However, it can be used to 
assess probabilities assigned to discrete events (Hanea et al., 2016). A recent review by Colson 
and Cooke (2017), demonstrated that across the 73 case studies to which the Classical Model has 
been applied, performance-weights out-performed equal weights in 74% of those cases. 

In order to develop weights for experts based on test questions, scoring rules are required. 
An important property of a scoring rule is that it should not influence the forecaster in an 
undesirable way (Brier, 1950). When applying scoring rules it is important that the assessor and 

https://forum.effectivealtruism.org/posts/acREnv2Z5h4Fr5NWz/my-current-best-guess-on-how-to-aggregate-forecasts
https://forum.effectivealtruism.org/posts/acREnv2Z5h4Fr5NWz/my-current-best-guess-on-how-to-aggregate-forecasts
https://forum.effectivealtruism.org/posts/acREnv2Z5h4Fr5NWz/my-current-best-guess-on-how-to-aggregate-forecasts
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the experts understand the scoring rules, as different scoring rules have different underlying 
assumptions and properties for which they aim to maximise (e.g. different theoretical 
distributions (Cooke, 1991), and can lead to a different ranking of experts (Winkler and Murphy, 
1968).

Table 5.3 Summary of strategies for improving group judgements.

Strategy Description

Benefits of discussion Allowing groups to interact improves judgement performance under 
certain conditions (e.g. quantitative tasks, when large groups are divided 
into smaller ones, and group members are collectively well calibrated). 
Benefits are seen through resolving misunderstandings and providing 
more immediate opportunities for people to introduce new information 
and learn from each other. 

Anonymity Anonymity reduces social barriers to participation in group deliberations 
by insulating group members from reputational pressures.

Foster dissent and 
argumentation

Dissenting groups introduce and share new information; Devil’s Advocacy 
and Dialectical Inquiry can foster dissent and lead to better decisions in 
dynamic, poorly understood environments.

Group feedback Performance feedback is more effective than outcome feedback for 
improving group members’ judgments; group averages can be used as 
feedback to improve estimates.

Critical and counterfactual 
thinking

Groups that are primed to think critically and counterfactually make the 
correct decision more often.

Accountability Process accountability improves information processing and motivation 
in groups (people need to demonstrate understanding of the decision 
problem), whereas outcome accountability can have perverse 
consequences.

Evaluating each other’s 
judgements

People are better calibrated when evaluating someone else’s judgements 
than their own.

Consider the judgements of 
others

Accuracy can be improved by predicting the judgement that someone else 
would give.

Diversity (cognitive) Diversity in background, training, age, gender, political ideology, 
personality traits may be proxies for cognitive diversity (ensure a range 
of perspectives, generate counter-arguments, avoid confirmation bias). 
Role playing and utilising different problem frames can create cognitive 
diversity and improve decision quality.

Manage conflict Providing performance feedback to members of a diverse group can 
improve morale, despite relationship conflict.

Anonymity Anonymity reduces social barriers to participation in group deliberations 
by insulating group members from reputational pressures.

Socratic questioning Training people to question assumptions and reasoning can improve the 
quality of their judgements.

https://www.zotero.org/google-docs/?afkWSa
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Strategy Description

Consider the aggregation 
method

Simple methods of aggregation are sufficient in most cases (e.g. mean 
or median), but extremising can improve aggregated probabilities. The 
median may be preferred if you wish to reduce the influence of extreme 
values, e.g. from individuals attempting to manipulate the system.

Scoring and weighting 
individuals

Rather than equally weighting judgements from each expert, give greater 
weight to the judgements of those who you have reason to believe might 
perform better (e.g. based on their performance on seed questions). 

Consider group size

Studies on the number of people required to see the wisdom of crowds effect draw different 
conclusions, with diminishing returns found beyond anywhere from 5–6 (Hora, 2004), 8–12 
(Hogarth, 1978), and 50 participants (Satopää et al., 2014). Hemming et al. (2018b) found that 
groups containing 5–9 participants considerably outperformed the median individual, with six 
of the eight groups being more accurate than 75% of individuals in round two. On combining 
the judgements of all 58 participants into a ‘supergroup’, it performed as well as the average 
group, but no better. 

The wisdom of the crowd effect can be largely explained as a statistical phenomenon 
whereby judgements of individuals are random independent samples. If the samples are 
diverse then the information pool related to the questions will increase (Clemen and Winkler, 
1999), and the errors of individuals are likely to cancel each other out (Larrick and Soll, 2006). 
Fewer than five individuals can lead to groups which are heavily influenced by outliers, while 
beyond nine individuals the contribution of each new member often bears little weight on the 
final aggregation. 

The ideal group size depends on a great many factors (e.g. whether interactions are 
allowed, whether the discussion is facilitated, whether the elicitation is online or face-to-face, 
synchronous or asynchronous, etc.). Group size effects are particularly moderated by the type 
of task (see Kerr and Tindale, 2011, for a discussion). For example, it can depend on the extent to 
which the correct answer can be demonstrated (Bonner and Baumann, 2008), or the creativity 
of the task; when brainstorming, larger groups can generate more creative ideas (Coskun, 
2011). Group size can also moderate the extent to which participants share information (Stasser 
et al., 1989). Bonner and Baumann (2008) suggest that when group size is small (e.g. 3 people), 
all members may participate in the discussion and consider the input of others while as group 
sizes become large (6+), evaluating each individual contribution becomes burdensome and so 
expert status becomes more influential (underscoring the importance of anonymity). Larger 
groups may also be more prone to ‘social loafing’ (relying on others to contribute).

Taking these considerations into account, we suggest 5–12 people is an appropriate group 
size for expert elicitation. Advice for IDEA groups (see Section 5.5.3) is to aim for about 8–12 
participants to account for the loss of a few from attrition, and no more than 20 (Hemming 
et al., 2018a). This strikes a useful balance between the sensitivity of the aggregated estimate 
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to the assessments of single individuals (seen with smaller groups), with the washing out of 
individual contributions (seen with larger groups). ​​

5.5 Structured Frameworks for Making Group Judgements

The approaches to reduce bias described above can be easily integrated into a broader framework 
for eliciting expert judgements. It may be tempting to just use unstructured face-to-face groups: 
a minimally-facilitated discussion where participants sit at a single table and discuss a question 
until consensus is considered reached. While unstructured groups are ubiquitous (Graefe and 
Armstrong, 2011; Kerr and Tindale, 2011), and an improvement on relying on a single expert 
judgement, the lack of use of any of the strategies outlined above for mitigating biases greatly 
reduces the effectiveness. 

This section describes five structured methods for incorporating a set of principles, 
including anonymity, considering the opposite/counterfactual thinking, diversity, feedback, 
information sharing, mathematical (rather than behavioural) aggregation and weighting. A 
comprehensive controlled experiment (Graefe and Armstrong, 2011, n = 227) comparing four 
group formats, Face-to-Face (FTF), Nominal Group Technique (NGT), Delphi technique (Delphi), 
and Prediction Market (PM), found that judgments from the most structured elicitation formats 
(NGT, Delphi) were more accurate (lower mean absolute error, MAE) than PMs or unstructured 
formats (FTF). This supports similar findings from earlier reviews (e.g. Rowe and Wright, 1999). 
Graefe and Armstrong also compared the accuracy of structured group judgements to their 
prior individual estimates. For all three structured techniques (NGT, Delphi, PMs), the mean 
group result was statistically significantly (p<.01) more accurate than the average of the initial 
estimates. The MAE reductions were: NGT =3.1; Delphi = 3.6 and PM = 3.05. Differences between 
these techniques were small, and not statistically significant. FTF was not included, as this 
method provided no benchmark to assess error reduction against.

Each of these techniques is briefly outlined in the following sections together with a variant 
of the Delphi technique (the IDEA protocol) and ‘superforecasters’. 

5.5.1 Delphi technique
The Delphi technique (Linstone and Turoff, 1975) is an elicitation procedure developed in the 
mid-1940s to improve forecasting technology during the Cold War. The purpose of the Delphi 
design is to mitigate dominating individuals, and problems such as the halo effect and groupthink 
(Mukherjee et al., 2015). In traditional Delphi groups, participants make estimates remotely and 
anonymously. That is, they do not meet face-to-face or learn each other’s identities. In practice, 
this may vary, for example, not all Delphi groups will be entirely anonymous. Participants are 
usually invited to make written comments justifying or explaining their estimates, so there 
may be minimal interaction between group members, but it is substantially less than in FTF 
and NGT. The Delphi process is often described as iterative, meaning that estimates are made 
in ‘rounds’, with feedback about each other’s estimates, and the accompanying comments, 
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provided to participants between rounds by a facilitator. The number of rounds can vary, 
but is typically limited to two or three, although some stop once there is little change in the 
judgements by experts (e.g. behaviour consensus is achieved). The group result is usually the 
mean or median of the final round of estimates.

Delphi technique is also used for structuring group discussions for qualitative judgements 
(e.g.  horizon scanning, problem formulation, objective setting, and identifying options for 
action) so is not exclusively used for numerical estimates (Mukherjee et al., 2015). See Box 5.2 
for a step-by-step guide to the Delphi technique.

5.5.2 Nominal Group technique
The Nominal Group Technique (NGT) was developed in the early 1970s (Van de Ven and 
Delbecq, 1971). In an NGT, participants are asked by a facilitator to individually reflect and 
generate ideas, typically based on a structured questionnaire. Subsequently, participants are 
asked to collectively prioritise the ideas and suggestions issued by the group members (Hugé 
and Mukherjee, 2018). The process of individual and collective reflection and co-production 
of knowledge among participants in NGT allows for a depolarising approach to the study and 
management of contentious issues (Hugé and Mukherjee, 2018). NGT interactions also fare well 
in satisfaction ratings by participants, considerably outranking Delphi and PMs and beating 
FTF by a small margin (Graefe and Armstrong, 2011).

Box 5.2 Process for running a Delphi technique 

1.	 Recruit a diverse group of individuals (n < 20). Diversity should be represented 
in domain expertise, experience, and demographic diversity. Experts need to 
know enough to understand the questions being asked.

2.	 Ask experts to answer the first round of questions (provide initial, private, 
individual judgements, together with rationales for their judgements). 

3.	 Collate the responses into an anonymous feedback document or platform 
and present the results (usually circulated by a facilitator), including plots of 
judgements where possible, for the experts to review.

4.	 Ask experts to provide a second round of judgements and rationales, with the 
aim of converging on consensus. 

5.	 Circulate again to participants.

6.	 Conduct more elicitation rounds as necessary, until the desired level of 
consensus is reached.

7.	 Aggregate estimates, most often using a mean or median.
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Note that studies that compare the performance of consensus group judgement with a 
straight mathematical aggregate of the individual judgments within a group (e.g. the group 
average) often refer to this control as the ‘nominal group’ (e.g. Schultze et al., 2012). This use of 
the term nominal is different to its use in NGT. The NGT steps are outlined in Box 5.3.

5.5.3 IDEA and related protocols
IDEA — Investigate, Discuss, Estimate and Aggregate (Burgman, 2015; Hanea et al., 2017) — is 
a structured expert elicitation protocol designed to help elicit more accurate quantitative and 
probabilistic judgements (along with rationales) from experts. Akin to the Delphi technique it 
involves the essential steps of allowing individuals to make a private individual estimate, before 
viewing other people’s anonymised judgements and rationales, and revising their estimates. 
It is designed explicitly for the elicitation of quantities and probabilities (facts, rather than 
qualitative opinions); in contrast to Delphi technique it is more prescriptive in its guidance for 
making these estimates (e.g. using three-step and four-step interval estimates; Burgman, 2015), 
and uses guided social interactions to avoid the biassing elements of group deliberation and 
behavioural aggregation (Hanea et al., 2017). Final round judgements are usually aggregated 
by taking equal-weighted means. Performance weighting may also be used, but requires that 
calibration questions are seeded in the survey from which to develop weights (e.g. see Hemming 
et al., 2020b). See Box 5.4 for an outline of the basic steps.

Box 5.3 Process for running a Nominal Group Technique

1.	 The facilitator frames the problem, challenge or question(s).

2.	 Participants silently and independently generate ideas.

3.	 Group members take turns to each present their views (recorded by the 
facilitator — no discussion at this point).

4.	 Each contribution is clarified and discussed in turn. The original contributor 
need not defend or explain the idea (anyone can do this). 

5.	 The facilitator outlines the process and criteria for prioritising ideas. Each 
participant privately prioritises each submission (e.g. scoring, voting).

6.	 The final group judgement is typically the highest-rated idea (by the group). 

Two other notable protocols for eliciting expert judgements that are also applied in ecology 
include the Sheffield Elicitation Framework (SHELF) (Gosling, 2018), which is also akin to the 
Delphi technique but which relies on behavioural aggregation (Fitzgerald et al., 2021; O’Hagan, 
2019), and the Classical Model (also known as Cooke’s Method), which typically only allows a 
single estimate from experts and uses performance-weighted aggregation (Cooke, 1991). Recent 
applications of the IDEA protocol have adopted the performance-weighted aggregations of the 
Classical Model, that is, giving greater weight to the judgements of those who performed better 
on test questions (Barons and Aspinall, 2020; Hanea et al., 2021a).



Box 5.4 Process for running an IDEA group

1.	 Recruit a diverse group of 8–12 individuals (to account for attrition). Diversity 
should be represented in domain expertise, experience, and demographic 
diversity. Experts simply need to know enough to understand the questions 
being asked. 

2.	 Ask experts to investigate the question being asked, and provide an initial, 
private, individual estimate. Typically experts are asked to provide their 
estimates as single event probabilities with upper and lower bounds (three-
step question format), or a best estimate with upper and lower bounds, and 
a level of confidence (four-step question format), but IDEA is flexible and 
continuous probabilities and other question formats can be used. 

3.	 If you have elicited four-step uncertainty intervals (where participants assign 
different confidences), these will need to be transformed to a common level 
of confidence for aggregation and display, usually 80% or 90%. To do this, 
you’ll need to make an assumption about the underlying distribution. A linear 
transformation is straightforward and minimises assumptions.

4.	 Once estimates and rationales are obtained, collate the responses into a 
feedback document or platform and present the results, including plots of 
judgements with uncertainty intervals, where possible, for the experts to 
review (e.g. Figure 5.1).

5.	 Facilitate a discussion to promote counterfactual and ‘consider the opposite’ 
reasoning.

6.	 Allow experts to revise their initial estimates if they have reason to do so, 
making clear that consensus is not the goal.

7.	 Aggregate estimates, most often using an equal-weighted aggregation (quantile 
or linear pooling). Performance weighting may also be used.

Figure 5.1 Example feedback plot of anonymised expert estimates of the number of 
individuals of a given species present at three different sites, elicited using the IDEA protocol. 
Error bars reflect elicited four-step intervals transformed to a 90% confidence level. Light 
green denotes estimates from individual participants; dark green denotes the aggregate of 
these estimates. Individual estimates may be labelled with anonymous participant IDs if 

desired. (Source: authors)
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Testing of the protocol has provided compelling evidence that: 1) entrusting an equal-
weighted aggregate of a diverse group of individuals typically provides a better judgement than 
a single well-credentialled individual (Burgman et al., 2011; Hemming et al., 2020a, 2018b); 
2) discussion after providing an initial, private estimate typically improves group judgements 
of individuals and groups (Wintle et al., 2021) — sometimes this is simply because linguistic 
ambiguity and mistakes made in the first round are addressed, other times it is because critical 
evidence has been introduced, and diverse opinions discussed; and 3) the way questions are 
asked can help experts to better communicate their judgements, for example, a four-step 
question format by Speirs-Bridge et al. (2010) helps overcome overconfidence. The countless 
case studies that have applied the protocol show it is also practical to apply regardless of whether 
experts are to be convened remotely (e.g. McBride et al., 2012), in a face-to-face workshop (e.g. 
Wintle et al., 2021), or a hybrid approach (e.g. Hanea et al., 2017), and regardless of whether 
estimation and discussion take place synchronously or asynchronously.

5.5.4 Prediction Markets
Prediction Markets (PMs) allow individuals to trade on the outcome of future events (Wolfers 
and Zitzewitz, 2004). They create contracts that pay a fixed amount if an event occurs, and then 
allow people to trade on the contract by buying or selling in a manner comparable to financial 
markets. For example, a contract may pay $1 if an event occurs by a prespecified date (e.g. will 
average oil prices be higher at midnight the last day of this month than at 00.01am on the first 
day?), and $0 otherwise. Participants are incentivised to buy shares when they think the current 
estimate is too low, and to sell when they think it is too high. The price at which the contract 
trades at a given time can then be interpreted, with some caveats (Manski, 2006), as the market’s 
collective forecast of the probability of the event occurring.

Similar to the Delphi technique, PMs are typically anonymous. They differ from the Delphi 
technique in that they are continuously updated by participants, who typically do not share 
information with each other. Rather, they respond directly to the price signal. These features 
mean that PMs often correct, rather than amplify, the effects of individual errors by creating 
powerful incentives to disclose, rather than to conceal, privately held views. PMs have been 
successfully applied in domains such as politics, sports and business, and have been found to 
generate relatively accurate forecasts, in many cases outperforming the statistical aggregation 
of prior individual estimates (e.g. Graefe and Armstrong, 2011; Dreber et al., 2015), but not 
always (e.g. see Atanasov et al., 2017). A drawback is that to work they require a large enough 
number of active traders with different opinions, and participants’ satisfaction with them is 
usually low (Graefe and Armstrong, 2011; Kerr and Tindale, 2011). The PM steps are outlined 
in Box 5.5.

5.5.5 Superforecasters
The notion of superforecasting (Mellers et al., 2014, 2015; Tetlock and Gardner, 2016) arose 
from a large forecasting tournament funded by the US government (IARPA) to overcome 
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Box 5.5 Process for running a Prediction Market

1.	 Find an online platform to host your Prediction Market. 

2.	 Formulate forecasting questions (usually yes/no) and provide question 
background and resolution information where relevant. Questions should 
have a verifiable answer (e.g. if asking about the future price of oil, you should 
be able to verify whether the price exceeded a given value by a given date). 

3.	 Include comments/justifications, text boxes and discussion threads for 
participants to provide reasoning, links and information if desired.

4.	 Invite participants to trade, and prompt them to update forecasts.

5.	 Measure market accuracy (usually Brier scores) and relevant metrics when the 
outcome is known, and notify participants of performance across questions 
and account balances.

5.6 Practical Methods for Improving Routine Judgements

The last section described five structured approaches that warrant much greater use. The aim of 
this section is to recognise that there are occasions when these methods might be too complex 
or time consuming to adopt comprehensively, but that some features can usually be included 
to improve the rigour of judgements. This section illustrates how some of these features might 
be applied to a series of those routine judgements. We envisage that the organiser of the job 
selection panel or the group deciding which projects to fund will introduce these more rigorous 
processes. 

Regardless of the issue, there are a series of general considerations that apply to all methods. 
Adding any of these components will improve the rigour. Section 5.4 describes options for 
improving further. 

some of the forecasting challenges faced by the US intelligence community. Elite teams, 
comprising the top 2% of performers from the first year of the forecasting tournament — the 
superforecasters — worked together in the second year, outperforming all the other teams 
by a wide margin for two years in a row, rather than regressing to the mean. Mellers et al. 
(2014) argue that team communication, in particular, the exchange of rationales, news articles 
and other information, and debating differences of opinion, produced ‘enlightened cognitive 
altruism’ among group members. This, combined with psychological interventions, including 
training on probability and scenarios, proved key to the success of their team’s forecasting. 
The researchers suggest that simply receiving the ‘exalted’ title of superforecasters substantially 
boosted effort and engagement from team members. See Box 5.6 for an outline of the basic 
steps.
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Box 5.6 Process for running a Superforecasting group

1.	 Test participants on their forecasting abilities (based on Brier scores).

2.	 High-performing forecasters are assembled into teams and given training, e.g. 
in probability and calibration, avoiding overconfidence, and considering base 
rates.

3.	 Forecasters make individual predictions.

4.	 Forecasters are allowed to interact in an online chat room, encouraged to share 
and discuss information, and to update predictions until the event deadline 
passes.

5.	 Final individual probability estimates are transformed and combined using 
statistical algorithms.

1.	 Decide on the precise issue that is being evaluated.

2.	 Determine whether this is about making a choice (e.g. employing someone, deciding 
which projects to fund) or considering a fact (the veracity of an observation or 
estimating a parameter).

3.	 Decide whether to break down the issue into intermediate stages, such as the 
probability of rats colonising an island, and the conditional probability of various 
reptile species going extinct if they do. This helps decompose the problem.

4.	 Clearly define the exact questions to avoid ambiguity. 

5.	 Decide on a scoring process for eliciting responses. A wider score range, say 1–10 
or 1–20 reduces the number of ties; a 1–5 range tends to result in many rather 
uninformative 3s and 4s. Where there is a threshold of acceptability, or you wish to 
avoid fence-sitting, you might use, say, 1–10, where 1 = definitely not; 5 = on balance, 
no; 6 = on balance; yes, 10 = definitely yes. 

6.	 Taking the median reduces the impact of extreme values or those wishing to 
manipulate the outcome. 

7.	 Decide how to present evidence, such as giving reasons for and against and elicit 
further evidence from the group.

8.	 Decide how to enhance the independence and ideally anonymity of judgements. 
A key element is that the participants do not state their views prior to scoring, to 
retain independence. The minimum approach is for everyone to write down their 
score but not show others and then state this in turn. A better strategy is one where 
everyone writes their score on paper or cards, which are collated (e.g. can just be 
laid out on the table — providing identical pens increases anonymity). Better still is 
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to score online using a template, survey or software, so anonymous scores can be 
easily compiled. 

9.	 Decide on the scoring sequence. The minimum is discussion, then scoring. 
Introducing an initial round of scoring, then discussion, then scoring again, 
improves judgements. 

10.	 Decide on how the discussions will be run, including ground rules for participation 
(e.g. steps to avoid exposing who produced which judgements). 

The following methods describe minimal ways of improving three of the most common types 
of expert elicitation. Each of these are inferior to adopting more comprehensive methods 
described above and in other chapters but superior to conventional practice. 

5.6.1 Judging the veracity of a statement
Evidence is very often expressed as a statement. This could be a claim to have seen a species, 
the assertion that a species is locally extinct, or the conclusion that the species usually nests 
in old woodpecker holes. Such a process could be adopted for record committees, such as bird 
recorders deciding which records they accept. It can be part of the decision-making processes 
described in Chapter 8 or used when embedding evidence into processes, such as management 
plans, policies or models, as described in Chapter 9. Courts could be changed so that jurors 
have to apply a similar process in deciding whether or not the accused is guilty. Box 5.7 outlines 
a simple process for undertaking such a task. 

Box 5.7 A simple process for judging the veracity of a statement

1.	 Decide upon the main statement being considered (e.g. salmon bred on the 
site last year; the bears have low breeding success due to inbreeding).

2.	 Decide on a scoring system, such as 1–10 for each criterion where 1 = definitely 
not, 5 = on balance not, 6 = on balance yes, 10 = definitely yes. 

3.	 Consider the range of elements to the discussion (e.g. whether observations 
of salmon spawning are accurate, whether some salmon records are actually 
trout, whether the young salmon found dead could have hatched elsewhere).

4.	 Collate and present the evidence for each element. 

5.	 Ask participants not to indicate their overall view of the main statement or the 
scores given.

6.	 Discuss each element including considering arguments for, and against, before 
discussing the main statement. 

7.	 Each participant scores the main statement privately.

8.	 Display the results anonymously. Discuss reasons for high or low scores.

9.	 Rescore and take the median score. 



162 	 5.6 Practical Methods for Improving Routine Judgements

If making repeated decisions, one option to improve efficiency is to accept the statement if 
everyone gives a high score above, say 7 or above, and reject if everyone gives a low score, say, 
3 or lower. Thus a panel deciding upon bird records can concentrate on those records that all 
are uncertain about, and those where there is disagreement.

5.6.2 Selecting options
Ranking items is a regular component of decision making in which there are a series of options 
of which some need to be selected, for example deciding which research projects to support or 
which species or areas are prioritised for conservation action. Sometimes the task is to identify 
a subset placed in rank order, for example, judging the most suitable job applicant and three 
backups. 

A common practice is to score a range of criteria and then add to give a total sum. However, 
there are various problems with this, including how to weight each criteria, whether they are 
additive, and whether scores can be considered linear and equidistant (is the distance between 
a 4 and 5 the same as the distance between a 9 and 10? Do scores of 10, 10, 2 beat 8, 7, 7?). It 
is now accepted that adding scores is deeply flawed and better replaced by decision science 
methods (Klein et al., 2014), as described in Section 8.5. This process entails removing options 
that are below the minimum threshold, those that are inferior across all criteria, i.e. ‘dominated 
alternatives’, and also removing criteria that are no longer informative, i.e. ‘redundant criteria’, 
for example, criteria on which all remaining options score about the same, or all options are at 
a sufficient level. Applying methods from decision science prompts us to explicitly grapple with 
trade-offs, for example, whether the more impressive research project justifies the increased 
cost or whether to support the project with lower expected conservation gains but exciting 
opportunities for education.

Box 5.8 A simple process for selecting options

1.	 Clarify what criteria are important to the ranking. For selecting projects, this 
could include the number of threatened species present, the project cost and 
the fit to the organisation’s objectives.

2.	 Ask participants not to indicate their overall views.

3.	 Decide on the criteria and the performance measures to be used to evaluate 
options. These may be quantitatively measured or estimated on a natural scale 
(e.g. number of species present, cost) or judged on a constructed or proxy scale 
(e.g. organisational fit). If using indirect scales, decide upon a scoring system, 
such as 1–10, where 1 = definitely unsuitable, 5 = on balance unsuitable, 6 = on 
balance suitable, 10 = definitely suitable. Decide on minimal criteria. 
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5.6.3 Estimating a numeric value
Estimating a quantity or probability is often called for, but the evidence may be unclear, 
complicated, or disputed. This could be the population size of a species, the change in 
population size over the last decade, or parameters for a model. The process outlined below is 
effectively the same as the IDEA or Delphi technique protocols.

4.	 Collect, present and discuss evidence for those criteria that need to be judged, 
including conflicting evidence, and then estimate or score each, e.g. in a 
consequence table (see 8.5.1). 

5.	 Discuss estimates/scores of each criterion, and reasons why they might be high 
or low. Revise estimates/scores in table.

6.	 Tabulate median or mean scores for each option and criteria

7.	 Exclude options that do not satisfy any minimum criteria (unacceptable 
options). Look for a dominant alternative (i.e. one that outperforms all others 
across all criteria). If there’s no clear winner, exclude those that perform worse 
on all criteria (dominated alternatives). Remove criteria that are no longer 
informative (redundant criteria). 

8.	 Discuss and decide on preferences based on trade-offs. Is the more effective 
project worth the extra cost? 

9.	 If necessary, discuss which options are acceptable, for example, which 
applicants are considered employable if the preferred candidate turns down 
the offer. 

Box 5.9 A simple process for estimating numeric values

1.	 Clearly define the exact value that is sought to avoid ambiguity. For example, 
if estimating the current population size, be clear if you are referring to 
individuals or breeding pairs, what time of year to focus on, and the exact 
location or area to consider. For predictions, be especially clear about the time 
frame to consider, e.g. what’s the probability that a well-specified event will 
occur within 2 years, or 50 years?

2.	 Examine relevant evidence, including contradictory evidence.

3.	 Decide whether to first decompose the question into different parts. For 
example, in estimating a population of a species, what is the likely geographic 
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